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ABSTRACT
Human machine interaction is a field where machine learning
is present at almost any level, from human activity recogni-
tion to natural language generation. The interaction man-
ager is probably one of the latest components of an interac-
tive system that benefited from machine learning techniques.
In the late 90’s, sequential decision making algorithms like
reinforcement learning have been introduced in the field with
the aim of making the interaction more natural in a mea-
surable way. Yet, these algorithms require providing the
learning agent with a reward after each interaction. This
reward is generally handcrafted by the system designer who
introduces again some expertise in the system. In this pa-
per, we will discuss a method for learning a reward function
by observing expert humans, namely inverse reinforcement
learning (IRL). IRL will then be applied to several steps of
the spoken dialogue management design such as user sim-
ulation and clustering but also to co-adaptation of human
user and machine.

Categories and Subject Descriptors
I.2 [Computing Methodologies]: Artificial Intelligence

General Terms
Reinforcement learning, Human-Machine Interaction

1. INTRODUCTION
Human machine interaction is a field where machine learn-

ing is present at almost any level, from speech [14] or ges-
ture [49] recognition to natural language generation [35] or
text-to-speech synthesis [8]. Yet, building an interactive sys-
tem is not only about putting together all this input and
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output processing modules. There is a need for a interme-
diate module for managing the interaction. Taking past in-
puts and outputs into account, the interaction manager is in
charge of deciding what should be the next system output.

The interaction manager is probably one of the latest
components of an interactive system that benefited from
machine learning techniques. In the late 90’s, sequential
decision making algorithms like reinforcement learning [45]
have been introduced in the field of spoken dialogue systems
(SDS) with the aim of making the interaction more natural
in a measurable way [18]. This seminal work led to many
other applications of reinforcement learning to SDS [42, 29,
17] but also to other types of interacting systems such as tu-
toring applications [13, 28], museum guides [46], car driving
assistance [34], recommender systems [12] and even robotics
bar tenders [10].

Many criticisms have been done to the reinforcement learn-
ing approach to interaction management [23, 24] among
which the fact that too many dialogues were needed to learn
an optimal interaction strategy. This has been addressed by
many researchers during more than a decade. They either
developed realistic user simulation techniques [7, 40, 38, 32,
31] accompanied with speech recognition/understanding er-
ror modeling [39, 27] or applied more efficient learning algo-
rithms [19, 11, 30, 9].

Another criticism, that has been much less addressed, is
that these algorithms require providing the learning agent
with a reward after each interaction. Although there have
been attempts to define objective reward functions such as
the PARADISE framework [47], this reward is indeed gen-
erally handcrafted by the system designer who introduces
some expertise in the system [18, 29, 48] but also a strong
bias. Very little attention has been paid to the particular
problem of defining the best reward function for interactive
systems.

In this paper, we will discuss a method for learning a re-
ward function by observing expert humans, namely inverse
reinforcement learning (IRL) [36, 21]. IRL will then be ap-
plied to several steps of the spoken dialogue management
design such as user simulation and clustering but also to
co-adaptation of human user and machine.

2. INTERACTION MANAGEMENT AS A SE-
QUENTIAL DECISION MAKING PROB-
LEM

Reinforcement learning [45] designates a class of algo-
rithms that solve sequential decision making problems. Such



a problem arises when an agent faces a dynamic system that
steps from states to states as an effect of the actions of the
agent. The agent therefore learns to perform the sequence
of actions that makes the system go through desired states.
To assess the quality of a state, the agent perceives rewards
after each action it performs in the environment. It thus
tries to follow a path in the state space that offers the best
cumulative reward. If one assumes that human-machine
interaction is a turn-taking process (which is a strong as-
sumption which is more and more contested in incremental
systems [43]), than interaction management becomes such a
sequential decision making problem.

Using reinforcement learning requires casting the task into
the Markov Decision Processes (MDP) paradigm [2]. An
MDP is formally a t-uple {S,A,R, T, γ} where S is the state
space, A is the action space, R : S → R is the reward func-
tion, T : S × A → P(S) is a set of Markovian transition
probabilities and γ is a discount factor to be defined later.
The optimisation of the decision making problem consists in
finding a policy π : S → P(A) that maps states to actions
in such a way that the cumulative rewards obtained by fol-
lowing this policy is maximized. To do so, the quality of a
policy is measured in every state as the expected cumulative
reward that can be obtained by following the policy starting
from this state. This measure is called the value function
V π : S → R:

V π(s) = E

[
∞∑
i=0

γiR(si)|s0 = s, ai = π(si)

]
(1)

One can define an order on value functions such as V 1 > V 2

if ∀s V 1(s) > V 2(s). The optimal policy π∗ is the one
that maximizes the value function for every state: π∗ =
arg maxπ V

π. Many algorithms have been proposed in the
literature to attempt at solving this problem [45], especially
when the transition probabilities are not known, and this is
still an active research area.

To optimize human-machine interaction management within
this framework, one has to cast this task into an MDP. This
has been first proposed in the late 90’s [18]. The state space
is the set of all possible interaction contexts and actions are
the communicative acts the system can perform. The tran-
sition probabilities are usually unknown and several defini-
tions for the reward function can be found in the literature.
It is generally argued that the user satisfaction should be
used as a reward [44] which can be approximated as a lin-
ear combination of objective measures that can be gathered
during the interaction [47]. Yet, this reward is most often a
very simple handcrafted function [18, 29, 48]. Although the
reward function is an essential component of the optimisa-
tion process, very little attention has been paid to offer a
good definition for it.

3. INVERSE REINFORCEMENT LEARNING
Defining the appropriate reward function that will lead to

a desired behavior is actually a real problem in the field of
reinforcement learning. It is sometimes very hard to define
in terms of mathematics although it is easy to demonstrate
examples of optimal behaviors. Giving driving lessons is
such a task where demonstrating a good behavior is easier
than associating a reward to each couple of contexts and
actions. Interaction management is also such a task since it
is very natural for human beings to interact with each other

although it is much harder to isolate contexts and associate
a reward to each possible action in these contexts.

Learning a reward function from demonstrations of the op-
timal behavior is known as the inverse reinforcement learn-
ing (IRL) [36, 21] problem. It is an ill-posed problem since
the zero-reward is a solution whatever the expert policy
(in other words, if you receive a zero-reward whatever you
do, every policy is optimal). It also suffers from the same
scaling-up problem as reinforcement learning when dealing
with large state spaces. For these reasons, many recent algo-
rithms in the literature [1, 20, 15] make the assumption that
the reward can be approximated by a linear combination of
n features:

R(s) =
∑
n

θnφn(s) = θTΦ(s) (2)

Replacing this reward in Eq. 1, we have:

V π(s) = E

[
∞∑
i=0

γiθTΦ(si)|s0 = s, ai = π(si)

]

= θTE

[
∞∑
i=0

γiΦ(si)|s0 = s, ai = π(si)

]
= θTµπ(s),

where

µπ(s) = E

[
∞∑
i=0

γiΦ(si)|s0 = s, ai = π(si)

]
, (3)

is called the feature expectation of policy π which can be
seen as a probability of the agent occupying a given state
when following the policy π.

Most of the algorithms in the literature try to find an
approximated reward R̂(s) = θTΦ(s) that leads to a policy
πR̂ for which the feature expectation is close to the one of
the expert policy πE . More formally, the algorithms try to
minimize, in a more or less direct way, a cost function of the
following form:

||µπR̂(s)− µπE (s)||p

where ||x||p is the p-norm of vector x.
IRL can be seen as a way to transfer the behavior of an

expert to an artificial agent. It is of major importance in
human-machine interaction where naturalness of the inter-
action is a desired feature. Indeed, since quantifying natu-
ralness and user satisfaction is tricky, imitating the behavior
of human operators can be a solution as suggested in [24].

4. USER SIMULATION
In the field of spoken dialogue systems, user simulation

has been widely studied in the last decade [40, 31]. The
necessity of user simulation is often discussed [26] and its
effect on policy learning is also criticized [37], but it remains
largely used in practice. The main difficulties when devel-
oping a user simulation is to make it consistent all along the
interaction and according to a goal [25, 38] and to make it
trained on real data [33, 41].

In [5], it is proposed to alleviate these two problems thanks
to IRL. Using IRL, the user goal (in terms of evaluation of
the dialogue flow) is encoded in the reward. Moreover, the
behavior of the user is modeled as a policy and not as some
probability of selecting actions given the context like in most



simulation methods. Thus, the consistency of the behavior
is really taken into account. In addition, the reward is learnt
on data which also allows transferring actual users’ behavior
to the simulated agent.

Several experiments have shown that this approach can
lead to consistent user simulators and could be used to op-
timise the dialogue policy. The choice of simulating users
via IRL instead of learning a policy for the dialogue man-
agement module is motivated by the fact that the user is
placed in the same position during data collection than in
real application. Learning the reward of a human operator
in interaction with users will not lead to an optimal behavior
for the system since the role and the perceptions are differ-
ent. Indeed, the human operator doesn’t suffer from speech
recognition errors and doesn’t target the same goal has the
machine.

5. USER BEHAVIOUR CLUSTERING
When collecting a dataset with several users, it is rare to

have an homogeneous population of testers. For instance,
some of them are novices and others are expert users of in-
teractive systems. Considering the data as homogeneous for
user simulation or direct policy training on the data would
lead to a policy adapted to an average user which actually
doesn’t exist in reality.

Considering user simulation as an IRL problem also leads
to an original method for behavior clustering [4]. Indeed,
Eq. 3 provides a way for describing a policy by a fixed-size
vector in the form of the feature expectation. Seeing each
user behavior as a policy πi, one can use µπi in a vector
quantification method so as to exhibit different homogeneous
clusters.

Given this, one can build several user simulations (one for
each cluster) and train a dialogue policy for each prototypic
behavior [3].

6. COADAPTATION
One other problem arising when training a dialogue pol-

icy with users simulation or from a fixed-set of data is to
take into account to phenomenon of coadaptation. This phe-
nomenon occurs when a human-machine interface adapts to
the user behavior who, in turns, adapt his/her behavior to
the new interface policy. This can result in unstable equilib-
ria which cannot be simulated by standard methods. Using
IRL, describing the behavior of users by a reward instead
of rules or probabilities may bring a solution to this specific
problem [6].

7. CONCLUSION AND PERSPECITVES
Other applications can benefit from imitation learning via

IRL in the field of human-machine interaction. For instance,
developing avatars able to display emotions or being able to
laugh at the appropriate time and in the appropriate manner
is hard to do with standard methods in artificial intelligence
or machine learning [22].

Yet, IRL is still a very young field of research and most of
existing algorithms still suffer from the curse of dimension-
ality and the fact that, once a reward is obtained, it has to
be optimized. Yet it is an active research field and solutions
are being proposed [16].
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